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Abstract

A deconvolution methodology for overlapped chromatographic signals is proposed. Several single-wavelength chromato-
grams of binary mixtures, obtained in different runs at diverse concentration ratios of the individual components, were
simultaneously processed (multi-batch approach), after being arranged as two-way data. The chromatograms were modelled
as linear combinations of forced peak profiles according to a polynomially modified Gaussian equation. The fitting was
performed with a previously reported hybrid genetic algorithm with local search, leaving all model parameters free. The
approach yielded more accurate solutions than those found when each experimental chromatogram was fitted independently
to the peak model (single-batch approach). The improvement was especially significant for those chromatograms where the
peaks were severely affected by the tails of the preceding compounds. Peak shifts among chromatograms, which are a usual
source of non-bilinearity, were modelled in a continuous domain instead of in a discrete way, which avoided some
drawbacks associated with latent variable methods. An experimental design involving simulated chromatograms was applied
to check the method performance. Five main factors affecting the deconvolution were examined: concentration pattern,
chromatographic resolution, number of batches and replicates, and noise level, which were evaluated using first- and
second-order figures of merit. The method was also tested on three real samples containing compounds showing different
overlap. Four multi-batch deconvolution methods were considered differing in the nature of the processed information and
kind of peak matching among chromatograms. In all cases, the multi-batch deconvolution yielded better performance than
the single-batch approach.  2002 Elsevier Science B.V. All rights reserved.
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1 . Introduction is thus a greater probability that they coelute under a
given experimental condition. Fortunately, even in

Chromatographic techniques often give rise to such cases, coelution is not always complete, and
situations where reaching complete resolution is not finding a situation where at least a partial separation
possible. This is more frequent with compounds exists is feasible.
belonging to the same family, which undergo similar The selectivity is conventionally improved by
interactions with the separation environment. There modifying the chromatographic conditions to isolate

the individual peaks. When the peaks remain unre-
solved, the quantification can be faced by enriching*Corresponding author.
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gram. This is the case of hyphenated techniques, retention times do not agree. In such a situation, a
such as high-performance liquid chromatography– previous correction should be performed to compen-
diode array detection (HPLC–DAD), which yield the sate the retention time shifts that are produced
so-called second-order data, e.g. a collection of among injections, in order to make the chromato-
spectra measured at different times [1]. Through the graphic profiles comparable [9]. Since the data are
application of multivariate analysis, such as self- discrete, this peak matching is limited by the instru-
modelling curve resolution methods, the chroma- ment data acquisition rate. Also, the relative peak
tographer is able to retrieve the individual contribu- positions should be constant among injections. An
tions of each compound. Selective regions should, imperfect correction of these peak shifts produces a
however, exist for each compound in the sample. lack of bilinearity, and consequently, a wrong solu-
When this condition is not satisfied sufficiently, the tion. The accommodation of the whole signal set to a
solutions found are not unique and can be more or combination of forced elution profiles allows a better
less biased. minimisation of these sources of error.

When second-order instruments are not available, On the other hand, the treatment of data measured
true second-order data cannot be obtained [1]. How- at low signal-to-noise ratios, or the use of low
ever, a collection of measurements of several related instrumental data acquisition frequencies, are proble-
samples prepared in different conditions and ob- matic. Processing of replicates is considered in this
tained with a first-order instrument, share the same work to overcome this problem. Diverse alternatives
properties of second-order data, and can be consid- have been published, generally applied to fast chro-
ered as a particular case of two-way data. Each data matographic modes. Some examples are the applica-
order is related to a source of variation of the signal. tion of signal averaging in gas chromatography
Application of multivariate analysis to the whole [12,13] and high-speed open tubular liquid chroma-
data set instead of treating independently each tography [14], and the use of adaptive digital filters
experiment is often beneficial. Some examples that in multi-input chromatography [15].
exploit this kind of ‘‘pseudo second-order data’’ can In this work, artificial and real binary samples
be found in different fields, such as kinetics studies exhibiting different overlaps were deconvolved to
[2,3], spectrometric titrations [4–6], or industrial test the performance of the proposed methodology.
process monitoring [7]. The samples were mixtures of oxytetracycline–tetra-

In the chromatographic literature, some reports cycline, sulfathiazole–sulfachloropyridazine and
where different one-dimensional chromatograms are sulfisoxazole–sulfapyridine. In each case, two-way
treated altogether have been published. Synovec and data corresponding to chromatograms at different
co-workers [8] deconvolved overlapped peaks treat- concentration ratios were fitted simultaneously (mul-
ing data from different runs, obtained using single- ti-batch deconvolution) to a linear combination of
channel detection. In that study, the relative change modelled signals. This approach requires a powerful
in analyte concentration was measured by computing tool, able to explore and fit the peak model parame-
the ratio of two sequential chromatograms. Later, ters accurately. A local optimised genetic algorithm

¨ ¨ ¨Hamalainen and co-workers [9] applied an (LOGA) previously described was used [16].
eigenanalysis technique (HELP) to a set of associ-
ated one-dimensional chromatograms, processing all
of them as a single second-order experiment. In 2 . Theory
subsequent studies, this strategy was applied to the
assessment of peak identity [10]. 2 .1. Modelling a set of chromatograms

For a successful application of any eigenanalysis
technique, the matrix to be processed must be Many published peak models [17–21] can be
bilinear [11]. This condition is not always well applied to deconvolution problems. Most of them,
fulfilled, especially when the two-way data come however, involve a high number of parameters or are
from a set of one-dimensional chromatograms ob- difficult to fit. In this work, a simple semi-empirical
tained in different conditions, where usually the model is used [19], which is a Gaussian function
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where the standard deviation varies quadratically ches): t , s , s and s . In contrast, theR,s 0,s 1,s 2,s

matching time, t , which models the shift in(PMG ) with the distance to the retention time, t : M,r,b2 R

retention time among runs, takes a characteristic
2t 2 t1 R value for each chromatogram. This parameter isˆ ] ]]]]]]]]y 5 h exp 2F GS D22 s 1 s t 2 t 1 s t 2 ts d s d introduced to compensate the random fluctuations in0 1 R 2 R

pump pressure and sample injection. A reference(1)
value of t is required to get a single solutionM,r,b

ŷ being the predicted signal at time t, h the peak from the deconvolution. Accordingly, one of the
height and s coefficients related to the width and injections was taken as the origin of time shifts,i

asymmetry of the chromatographic peak. One draw- setting its t value to zero. Finally, the peakM,r,b
back of this model is the strong growth of the height (h ) is specific for each batch.s,b
baseline outside the peak region [19,20]. This prob- Although a linear standard deviation yields accept-
lem was solved by finding the minima of the able results, the quadratic model (Eq. (1)) is able to
function at both sides of the peak, and setting these fit more accurately strongly asymmetrical peaks,
values for times outside the peak window. Also, the using a reasonable number of parameters. The use of
chromatograms of the mixtures were cut to avoid a small set of parameters is interesting in situations
unnecessary baseline points. where a large number of individual signals have to

Deconvolution procedures based on peak models be fitted simultaneously. However, higher order
are usually performed in two consecutive steps [20]. polynomials (i.e. including additional terms: s ,3,s
In the first step, chromatograms of standards are s , etc.) can be used to enhance the descriptions of4,s
fitted to determine the s coefficients for each experimental peaks.i

compound. In the second step, these parameters are The multi-batch deconvolution of chromatograms
used (keeping them constant) to fit t and h in the using peak models involves an important advantageR

deconvolution of the sample chromatogram(s). Leav- with regard to latent variable methods: some sources
ing all parameters free in the fitting has the advan- of non-bilinearity can be modelled in a continuous
tage of avoiding the requirement of a full previous domain. As commented, when some flow-rate ir-
knowledge on the individual compounds. However, regularities are present during the elution of the
this approach (which will be called single-batch compounds of interest, the relative retention time of
deconvolution) may lead to unstable and biased a given peak (i.e. referred to the other peaks in the
solutions for strongly overlapped peaks. chromatogram) is not constant among injections. In

Adapting Eq. (1) to a multi-batch treatment can such a situation, latent variable methods will produce
attenuate these problems. A two-way data can be biased results. However, fitting the experimental
obtained from a set of chromatograms involving ns chromatograms to Eq. (2) will not assure a correct
solutes, obtained in nb batches (i.e. runs at different answer to the problem either, since the matching
solute concentration ratios), each one replicated nr time compensates the retention time shifts of the
times. The predicted signal for a chromatogram of a whole chromatogram as a block, displacing all the
sample, defined by its replicate and batch identifica- peaks simultaneously. A solution that overcomes this
tion number (r and b), can be calculated as follows: problem is the following equation:

ns ns

ŷ 5O h ŷ 5O hr,b s,b r,b s,b
s51 s51

2 2t2t 1t t 2 t1 1R,s M,r,b R,s,r,b
] ]]]]]]]]]]3exp 2 ] ]]]]]]]]]3 exp 2F S D G F S D G2 22 2s 1s t2t 1t 1s t2t 1t s 1 s t 2 t 1 s t 2 ts d s d s d s d0,s 1,s R,s M,r,b 2,s R,s M,r,b 0,s 1,s R,s,r,b 2,s R,s,r,b

(2) (3)

Note that the parameter t is not present in Eq.In this equation, some parameters describe the M,r,b

(3), and the retention time of each solute, (t )peak position and shape, and are specific for each R,s,r,b

varies independently for each replicate and batch.solute (s) (i.e. common for all replicates and bat-
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In both treatments (Eqs. (2) and (3)), the number 2 .3. First- and second-order figures of merit
of peaks must be known and a hypothesis is implicit-
ly accepted: the peak shape of each compound does The multi-batch deconvolution of two-way in-
not vary significantly among injections (i.e. for a formation entails benefits only if the involved data
solute s, only h may change). This assumption orders are at least partially uncorrelated. This means,s,b

holds well in most cases, and is the key that explains on the one hand, that no full coelution should happen
the greater benefits achieved from a simultaneous between solutes (time—or chromatographic—order),
deconvolution of chromatograms of compounds pres- and on the other, the concentration ratio should vary
ent at different concentration ratios. among the processed batches for each solute

(batch—or concentration—order). Besides this, the
2 .2. Optimisation method interaction between both orders must be considered.

A low correlation between the concentration patterns
The multi-batch deconvolution of two-way data is is especially recommended for those solutes pre-

based on Eqs. (2) or (3), which involve a large senting a high correlation in the chromatographic
number of parameters. In addition, both equations order (i.e. small peak distances). On the other hand,
are non-linear, and therefore, an iterative fitting solutes showing a low correlation in the chromato-
procedure is required. In this work, a summation of graphic order can be deconvolved with good results
squared residuals among experimental and predicted even at high correlation in the concentration order. In
chromatograms (SSR), extended to all experimental general, the higher the correlation, the greater the
points in all replicates and batches, was selected as risk of existence of non-unique solutions, and hence,
objective function to be minimised. This multi-batch of convergence in biased deconvolved profiles.
fitting is especially difficult in situations where a Analytical figures of merit, such as selectivity and
high correlation in both data orders exists. In this sensitivity, are useful to evaluate the difficulty of any
case, non well-defined error surfaces (i.e. SSR plots deconvolution problem. One fundamental concept in
as a function of the model parameters) are obtained, the calculation of these figures is the net analyte
which is translated in more than one solution of signal (NAS), which can be defined for a given
similar quality. In order to overcome this problem, analyte as the part of its signal that is orthogonal to
the selected algorithm must show a large exploration the contribution of its interferents [26].
capability, having nevertheless a high precision to It is important to consider that the NAS dimension
allow an accurate fitting of the model parameters. must agree with the order of the tensor obtained by

Natural computation has experienced a significant the instrument when a single sample is measured
expansion in recent years [22]. This idea, which is [27]. In this work, a chromatograph provided with a
inspired in the imitation of natural world mecha- single-channel detector was used, and therefore, any
nisms, has given rise to powerful optimisation meth- signal (i.e. chromatogram) is a row vector of t time
ods, that have been adapted to a wide diversity of measurements (mathematically, a first-order tensor).
problems, such as retention modelling in HPLC [23] Consequently, the NAS of any compound will be
or peak deconvolution [24]. In a recent work, a also a 13t vector. However, the whole set of
hybrid genetic algorithm with local search, called chromatograms is formally treated as second-order
LOGA, was proposed for peak deconvolution [16]. data. Accordingly, second-order figures of merit
LOGA fully hybridises local (Gauss–Newton) and (such as the second-order NAS) can be calculated.
global (genetic algorithm) optimisation techniques. Note that, in this context, the concept of signal is not
This algorithm was also applied to combinatorial straightforward: a signal S is defined as a b3ti

problems with excellent results [25]. It is especially matrix, since b chromatograms are folded, each one
useful in optimisations having high dimensional containing t measurements. Although this definition
search spaces (i.e. involving a large number of is artificial, the second-order NAS is a useful tool to
parameters), with non well-defined error surfaces, as give information about the correlation in both chro-
those found in this work. LOGA is here applied to matographic and concentration orders.
deconvolve sets of artificial and real binary mixtures. Unfortunately, the calculation of the second-order
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NAS is controversial and several definitions can be is orthogonal to the interferents in a given data order.
found in the literature [28–30]. In this work, the The chromatographic selectivity of any solute can be
definition proposed by Messick and co-workers [30] viewed as a measurement of the chromatographic
is used, because the interaction between both data resolution [27,30], because it evaluates which part of
orders is implicitly included. According to this the ith peak profile cannot be modelled as a linear
definition, the NAS of the ith compound (from the c combination of the peak profiles of its interferents.
available), considering b batches, each one with t The higher the selectivity, the lower the correlation
measurements, is calculated as follows: among peak profiles, and therefore, the greater the

chromatographic resolution.
NAS 5 S 2 P (S ) (4)i i i i Two drawbacks arise from the use of first- and

second-order NAS and their derived figures of merit.where S is the b3t matrix obtained from thei The first one is the fact that these measurements areinjection of the ith pure compound at b different
sensitive to the tensor size, which means that theyconcentration levels, and P (S ) is the projection ofi i depend on the number of points in the chromatogramthe S matrix on the vector space spanned by thei and the number of batches in the set. The second(c21) b-fold chromatograms of the remaining com-
drawback is the requirement of knowing accuratelypounds: hS , S , . . . , S , S , . . . , S j. Mathe-1 2 i21 i11 c the true background corrected signals (i.e. both peakmatical details on the computation of P (S ) arei i and concentration profiles) in advance, for eachgiven elsewhere [27].
compound. In the experimental practice, figures ofA useful derived measurement is the Frobenius
merit are calculated from the deconvolved peaknorm of the NAS matrix, which is the sensitivity at
profiles, which can be more or less biased. It isunity concentration in a second-order calibration. In
evident that only studies based on simulated signalsthis work, rigorously speaking, the second-order
will lead to unbiased figures of merit. This is thesensitivity cannot be calculated since one of the data
reason of not including replicates in this study sinceorders is the concentration itself. However, the
peak shapes of replicates are strictly identical.Frobenius norm reduces the NAS matrix to a single

value, which quantifies the fraction of orthogonal
signal considering the two data orders.

The transition from second- to first-order figures
3 . Experimentalof merit is easily done by applying Eq. (4) to vectors

instead of matrices:

nas 5 s 2 p (s ) (5) 3 .1. Apparatusi i i i

Note that here s can be both the ‘‘chromato- An Agilent (Model 1100, Palo Alto, CA, USA)i

graphic’’ signal (a vector t31 sized containing the chromatograph, equipped with an isocratic pump, a
peak profile of compound i), or the ‘‘peak height’’ UV-visible detector and an autosampler, was used. A
signal (a vector 13b sized containing the peak PC computer was connected to the chromatograph
heights of the ith solute in all batches). Accordingly, through an Agilent integrator (Model 3396A). Signal
first-order ‘‘chromatographic selectivity’’ and ‘‘peak acquisition was made with the PEAK-96 software
height selectivity’’ for a given i compound are (Hewlett-Packard, Avondale, PA, USA). ODS-2
defined as the ratios of the corresponding nas and s Spherisorb column (12534.6 mm I.D., 5 mm particlei i

Euclidean norms. In order to avoid confusions size) and precolumn (3534.6 mm I.D., 5 mm
between chromatographic peak profile and peak particle size) (Scharlab, Barcelona, Spain) were used.
height profile, we have adopted the more intuitive The detection wavelength was 364 nm for tetra-
term ‘‘concentration selectivity’’ instead of ‘‘peak cyclines and 275 nm for sulfonamides. The flow-rate
height selectivity’’, although figures of merit were was 1.0 ml /min, and the injection volume, 20 ml.
actually calculated using peak heights. The selectivi- The whole study was carried out at room tempera-
ty quantifies the relative amount of information that ture.
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3 .2. Reagents depended on the identity of the preceding peak, since
the asymmetry factors of both compounds were

Mobile phases were prepared with sodium dodecyl different. Artificial samples were built by varying the
sulphate (SDS, 99% purity, Merck, Darmstadt, Ger- peak heights of both components between 3 and 5
many), and acetonitrile or 1-butanol (Scharlab), units. The final signal for the binary mixture was
buffered at pH 3 with citric acid and sodium obtained by adding normally distributed noise to the
hydroxide (Panreac, Barcelona, Spain). The mobile sum of individual chromatograms.
phases and solutions to be injected were vacuum An experimental design (Table 1) was applied to
filtered through 0.45 mm Nylon membranes (Micron establish the effects of five experimental factors on
Separations, Westboro, MA, USA), except sulfach- the results: concentration selectivity, chromatograph-
loropyridazine, for which celulose acetate filters ic selectivity, number of batches and replicates, and
were used, owing to adsorption problems in the noise. The total number of experiments was 3383

Nylon filters. The standards were prepared from 100 332335432, which allowed a comprehensive
mg/ml stock solutions, dissolving the pure com- study of the proposed approach. The studied chro-
pounds in a few milliliters of 95% (v/v) ethanol matographic selectivity values corresponded to the
(Prolabo, Fontenay, France). The working solutions following difference between the retention times of
were obtained by dilution with aqueous 1% acetic the two peaks: f 50.185(22 s), 0.475(6 s),2

acid (Panreac). The probe compounds were oxy- 0.616(210 s), 0.834(14 s), 0.867(218 s), 0.960(226
tetracycline chlorhydrate, tetracycline chlorhydrate, s), 0.965(22 s), 0.994(30 s). It should be noted that
sulfachloropyridazine, sulfapyridine, sulfathiazole the chromatographic selectivity depends not only on
and sulfisoxazole (Sigma, St. Louis, MO, USA). peak separation but also on the elution order, due to
Nanopure water (Barnstead, Boston, MA, USA) was the different peak asymmetries. The 3-batch case is
used to prepare all solutions. useful to understand the meaning of the concen-

tration selectivity values: f 50 corresponds to the1

3 .3. Software height values (5, 5), (4, 4) and (3, 3) for batches 1, 2
and 3; f 50.21 to (4, 5), (4, 4), and (4, 3); and1

Home-built in routines, written in MATLAB 4.2c f 50.41 to (3, 5), (4, 4) and (5, 3). The 2- and1

(The Mathworks), were developed for data treatment. 4-batch cases were similarly established. Those
configurations presenting the same correlation in
concentration but a different number of batches (and

4 . Results and discussion consequently, different concentration selectivity),
were computed as the mean value. The experiments

4 .1. Factors affecting the deconvolution were processed treating each batch independently
and considering all batches simultaneously, in order

The performance of the deconvolution approach to compare the performance of the single- and multi-
was first studied using artificial chromatograms of batch deconvolution.
binary mixtures, which were built from individual
experimental peaks previously fitted to the PMG2 Table 1
model (Eq. (1)). For this purpose, sulfisoxazole and Factors and levels in the experimental design
sulfapyridine were chromatographed with a 0.10 M

Factor Levels
SDS–6% (v/v) acetonitrile mobile phase at pH 3. In

aConcentration selectivity ( f ) 0, 0.21, 0.411these conditions, the asymmetry factors measured at
aChromatographic selectivity ( f ) 0.185, 0.475, 0.616, 0.834,210% peak height were 1.6 and 2.1, respectively.

0.867, 0.960, 0.965, 0.994
Mixtures of different complexity were obtained by Number of batches ( f ) 2, 3, 43

keeping the retention time of the sulfisoxazole peak, Number of replicates ( f ) 1, 24
bNoise ( f ) 0.01, 0.03, 0.05and shifting gradually the sulfapyridine peak to cross 5

athe former (from 129 to 227 s from its original See Section 2.2 for mathematical definition.
bposition, stepped by 8 s). The overlapping degree Measured as standard deviation.
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The use of artificial signals allows an accurate
control of the studied factors, which is not possible
with real samples. This also permits removing or
controlling undesirable sources of error, such as the
lack of fit or the lack of bilinearity. The lack of fit
was completely suppressed by using the same peak
model to build and deconvolve the signals. The
relative shifts in retention time of the peaks belong-
ing to the same batch were kept constant, which
eliminated partially the lack of bilinearity. A practi-
cal methodology should be, however, able to face
some non-idealities always present in real samples.
For this reason, the retention times in each chromato-
gram were shifted as a block with regard to a
chromatogram taken as reference. Accordingly, Eq.
(2) was selected for multi-batch deconvolution.

The sum of squared residuals for each individual
peak profile (SSR ) was used as global measurementi

of the deconvolution error [16]. These residuals were
computed by subtracting, for each compound, the
deconvolved peak profile from the true one. Un-
fortunately, the calculation of SSR values requiresi

real individual peak profiles to be available, which is
only possible with simulated chromatograms. When
working with real signals, the true profiles are
unknown, and the analyst is limited to less exhaus-
tive measurements, such as the comparison of peak
areas or heights from standards.

The results obtained from the deconvolution of the
chromatograms in the 432 configurations of the
experimental design are plotted in Fig. 1a (single-
batch deconvolution) and Fig. 1b (multi-batch de-

]]
convolution). In the X-axis, the average SSR (SSR ),i i

is represented as error measurement. This is calcu-
lated as the sum of SSR for each solute in alli

chromatograms included in a given configuration, Fig. 1. Performance of: (a) the single- and (b) multi-batch
divided by the number of experimental points ex- deconvolution of the chromatograms included in the experimental

design. Compounds: sulfapyridine (1) and sulfisoxazole (♦). Seetended to all chromatograms (considering batches ]]] Section 4.1 for r-NAS and SSR definitions.iand replicates). Defined in this way, SSR is in-i

dependent of the number of points, batches and
replicates in the experimental design. The Y-axis and chromatographic correlations, and indicates the
depicts a signal-to-noise measurement: the Frobenius signal fraction that is free of overlap in both data
norm of the second-order NAS (Eq. (4)), multiplied orders.
by the square root of the number of replicates and As expected, the errors obtained with the single-
divided by the standard deviation of the added noise. batch deconvolution were larger than in the simulta-
This measurement summarises the five studied fac- neous treatment of a set of chromatograms. The
tors and will be called relative NAS (r-NAS). It multi-batch deconvolution reports therefore benefits

]]
includes the interaction between both concentration with regard to the single-batch treatment. Since SSRi
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for both compounds in the deconvolved mixture single-batch treatments resolve each chromatogram
were similar, in further studies the sum of these two independently, no relevant influence of f on the1

values was used for simplicity. Fig. 1 shows that deconvolution errors should be expected. However,
r-NAS is negatively correlated with the deconvolu- the error increased significantly with f (Fig. 2a and1

tion error. The lower the selectivity in the con- Table 2). This result can be understood if one
centration or chromatographic order (i.e. the higher considers that a low concentration selectivity is
the correlation in any data order), the lower the obtained with chromatograms showing peaks of
r-NAS value, and the greater the risk of obtaining a similar height, which have more selective regions in
biased solution. This negative correlation is more the chromatogram. The opposite situation will yield
apparent in the multi-batch approach. Also, in this a highly biased result: if the difference in height is
case, for a given r-NAS, the probability of obtaining too large, the probability of modelling the chromato-
the right solution was appreciably greater. In the gram of the mixture by only considering the peak of
multi-batch approach, the risk of reaching a biased the major component is greater, since less selective
solution increased significantly for about r-NAS, regions exist for the smaller peak. This effect will be
1000, whereas the single-batch deconvolution did not also observed in the deconvolution of real chromato-
guarantee a right convergence even at r-NAS53000. grams in the next section.

Although r-NAS summarises in a single measure- The factor having the greater impact on the error
ment the effects of the five factors considered in this in both single- and multi-batch deconvolution is the
study, finding the significance of each one is interest- peak resolution (Fig. 2b,g and Table 2), which is
ing. Fig. 2 shows multiple box-and-whisker plots of here measured as the chromatographic selectivity
the deconvolution errors, for each factor, in both ( f ). This factor is observed to be inversely corre-2

single- (Fig. 2a–e) and multi-batch (Fig. 2f–j) lated with the deconvolution error. Note that at
approaches. As indicated, the error was calculated as intermediate resolutions (i.e. f 50.62–0.87), the2]]
the sum of SSR extended to the two compounds. multi-batch approach yielded not only smaller errorsi

The significance of each factor was also evaluated than the single-batch treatment, but also more suc-
]]

by building a linear model of o SSR as a function of cessful convergences (i.e. the number of cases givingi

the five factors and their first-order interactions: errors close to zero was greater). The results obtained
with the multi-batch approach were reliable for f $2

5 5 5
0.62, whereas the single-batch approach only suc-]]O SSR 5 b 1O b f 1O O b f f (6)i 0 i i ij i j ceeded for f $0.96.2i51 i51 j5i11

The number of batches was also inversely corre-
lated with the error in the multi-batch deconvolution,In this equation, f are factor levels and b modeli i

whereas as expected, no significant correlation wasparameters. Previously to the computation, the
]]

found in the single-batch treatment (see Fig. 2c,h ando SSR and f values were normalised. When alli i

confidence intervals in Table 2). The inclusion ofconfigurations in the experimental design were in-
more replicates did not produce any improvement included in the fitting, no clear conclusions could be
the results (Fig. 2d,i and Table 2), due to the greaterobtained, owing to the strong influence of the
influence of the other studied factors (especially inextreme outliers. For this reason, these experiments
the single-batch deconvolution). Finally, noisy peakswere removed (24 from the 432 experiments). The
gave wrong solutions, which is clearly observed inresults are presented in Table 2 together with the
the multi-batch deconvolution. In this approach, the95% confidence intervals.
error increment was higher when going from f 5Fig. 2f shows that, in the multi-batch deconvolu- 5

0.01 to 0.03 than from 0.03 to 0.05 (standardtion, the higher the concentration selectivity ( f ), the1

deviation of the normally distributed noise). It seemssmaller the errors (see also the significant negative
that for f .0.03, the noise was too high and thevalue of b in Table 2). The observed outliers for 51

deconvolution yielded similar errors. In the single-f 50.21 and 0.41 correspond to highly overlapped1

batch approach, all the considered noise levels werepeaks. In these cases, the influence of the con-
too high and the method failed in most cases. Thecentration selectivity on the error was smaller. Since
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]
Fig. 2. Multiple box-and-whisker plots of the deconvolution errors oSSR obtained with: (a–e) the single- and (f–j) multi-batchs di
approaches, for the 432 configurations in the experimental design (Table 1). The factors (abscise scale) are: (a, f) concentration selectivity,
(b, g) chromatographic selectivity, (c, h) number of batches, (d, i) number of replicates, and (e, j) noise.
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Table 2
Values and confidence intervals of the parameters in Eq. (6) for the single- and multi-batch deconvolution of the simulated signals in the

aexperimental design

Factors Coefficients Single-batch deconvolution Multi-batch deconvolution

Independent term b 0.3160.10 0.5760.110

Concentration selectivity b 0.2860.11 20.3360.121

Chromatographic selectivity b 20.3160.11 20.5960.122

Number of batches b 20.0160.11 20.1460.143

Number of replicates b 20.0160.09 20.0760.094

Noise added b 0.0460.11 0.2360.125

Interactions b 20.2060.11 0.3260.1212

b 20.0960.08 20.0160.0913

b 0.0160.07 0.0460.0714

b 20.0760.08 20.1160.0915

b 0.0660.11 0.1460.1223

b 20.0260.09 0.0460.0924

b 0.0160.11 20.1460.1225

b 0.0160.07 0.0260.0734

b 0.0260.08 20.0160.0935

b 0.0160.07 0.0260.0745

a Bold numbers point out the significant factors or interactions. 95% confidence intervals are given.

multi-batch deconvolution was more robust in fitting data: case (i), oxytetracycline–tetracycline; case (ii),
noisy signals. sulfathiazole–sulfachloropyridazine; and case (iii),

According to the magnitude of the main effects, sulfisoxazole–sulfapyridine. Mobile phase composi-
b (interaction between both first-order selectivities) tions were 0.05 M SDS–5% 1-butanol at pH 3 for12

is the strongest cross-product term, followed by b , case (i), and 0.10 M SDS–6% acetonitrile at pH 323

b and b (multi-batch) and b (single-batch) for cases (ii) and (iii). Calibrates were performed25 15 13

(Table 2). using standards of the pure compounds. The con-
centration ranges (mg/ml) of the standards were:

4 .2. Deconvolution of real chromatograms 0.5–5.0 (oxytetracycline and tetracycline), 0.6–2.8
(sulfathiazole), and 1.0–5.0 (sulfachloropyridazine,

Three binary mixtures yielding chromatograms of sulfisoxazole and sulfapyridine).
different complexity were considered to check the Table 3 summarises the peak parameters of the six
performance of the proposed methodology on real compounds (t , N and B /A), which were calculatedR

Table 3
Peak parameters for the probe compounds and resolution of peak pairs

a b c dCompound t , min N B /A R fR S 2

Oxytetracycline 8.97 284 2.4 0.64 0.971
Tetracycline 10.15 194 2.8
Sulfathiazole 3.60 554 1.8 0.43 0.926
Sulfachloropyridazine 3.85 591 1.7
Sulfisoxazole 5.05 813 1.6 0.14 0.579
Sulfapyridine 5.15 521 1.9

a Plate counts were obtained according to Foley and Dorsey [17].
b Peak asymmetry was measured at 10% of peak height; B and A are the distances from the centre to the tailing and leading edge of the

peak, respectively.
t 2 tR,2 R,1c ]]Measured as R 5 .S B 2 A2 1

d f is the chromatographic selectivity.2
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from standard solutions. The R values and chro- (multi-batch deconvolution) solved this drawback, atS

matographic selectivities ( f ) are also given for the least partially. For the five strategies using the PMG2 2

binary mixtures. The number of batches was 6, 2 and model, the smallest errors were associated with
3 for cases (i), (ii) and (iii), respectively. Three samples 3 and 4, where the areas of both peaks were
replicated injections by batch were made in case (ii), similar, and the largest errors were observed for
and two in cases (i) and (iii), for both samples and samples 1 and 6, where the concentration ratios were
calibration standards. The replicates were measured 0.1 and 10, respectively. In these cases, the risk of
on 2 different days in case (i), in order to test the modelling the whole signal by considering only the
methodology under less favourable conditions. In major component was higher. This behaviour, which
this example, the data obtained each day were treated is especially troublesome in the single-batch de-
independently, and the mean of the two concen- convolution, was also observed with the simulated
tration values was given as final result. Fig. 3 depicts signals in Section 4.1.
the experimental chromatograms for each mixture. The PMG model (i.e. a cubic polynomial is used3

Five methods were tested, which can be classified as standard deviation) yielded better accuracy in the
attending to the amount of information processed in fitting of peaks showing long tails, as is the case of
the deconvolution. In method (i), the multi-batch oxytetracycline and tetracycline (B /A52.4 and 2.8,
approach was applied considering the samples and respectively). However, when the peaks are strongly
all the available standards altogether. This means overlapped, the higher flexibility of this model can
that the standards of each compound were processed be translated into wrong solutions (overfitting). As
as additional batches included in the data matrix. can be observed in Fig. 3a, the peaks involved in the
Method (ii) considered only one standard by com- mixture of oxytetracycline–tetracycline were moder-
pound together with the samples. The concentration ately resolved (R 50.64). It seems that the use ofS

of these standards was (mg/ml): 2.0 (oxytetracycline the PMG model did not constitute any problem,3

and tetracycline), 2.2 (sulfathiazole), 4.0 (sulfach- since the results in Table 4 were improved. Observe
loropyridazine), and 3.0 (sulfisoxazole and sul- that the inclusion of standards in the multi-batch
fapyridine). Methods (iii) and (iv) only processed the deconvolution—compare methods (i), (ii) and (iii)—
samples. Finally, method (v) corresponds to the usually yielded similar results, since the resolution of
single-batch deconvolution. Eq. (2) was used in the mixture of oxytetracycline and tetracycline was
methods (i), (ii) and (iii), whereas Eqs. (1) and (3) large enough to allow a satisfactory retrieval of the
were applied in methods (v) and (iv), respectively. individual elution profiles. The error obtained with

Calibrates were built in all methods using the the PMG model for tetracycline deserves some2

deconvolved signals of the pure standards. In method attention. In this case, the inclusion of the whole set
(i), the calibration values were obtained after a of calibration standards led to slightly better results.
simultaneous processing of all available standards As indicated, this compound was affected by the tail
and samples. The calibration models were built in of oxytetracycline, and the retrieval of the true peak
methods (ii)–(iv) by applying the multi-batch treat- profile was likely more difficult. Note that PMG3

ment to the whole set of standards. In method (v), solved this problem, meanwhile the use of Eq. (3)
each standard was fitted separately. Peak heights and instead of Eq. (2) did not modify significantly the
areas were used in all cases for sample quantifica- results.
tion, but only the results obtained using heights are Although the coelution in the mixture of sul-
given (Tables 4–6). fathiazole–sulfachloropyridazine was stronger, with

The single-batch deconvolution—method (v)— R 50.43 (Fig. 3b), the results were better than in theS

gave the poorest results (Table 4). In the mixture of previous example (Table 5). It should be noted that
oxytetracycline–tetracycline, this is especially the differences between peak heights of both com-
noteworthy for the second compound, which eluted pounds in the analysed samples were not so large.
at longer times and was affected by the tail of the On the other hand, peak tails were smaller (see Table
preceding peak. As can be seen, enriching the 3), and PMG yielded sufficiently good results,2

information by arranging the data vectors in a matrix making the use of PMG unnecessary. The single-3
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Fig. 3. Experimental chromatograms of binary mixtures of: (a) oxytetracycline–tetracycline (six batches with two replicates); (b)
sulfathiazole–sulfachloropyridazine (two batches with three replicates); and (c) sulfisoxazole–sulfapyridine (three batches with two
replicates). Tables 4–6 give the composition of each sample.

batch deconvolution gave again poorer results for the use of standards enhanced the method performance
compound eluting at longer time, which was strongly (compare methods (i), (ii) and (iii)).
affected by the tail of the preceding peak. Again, the As can be deduced from Fig. 3c, the mixture of
multi-batch deconvolution solved this problem. The sulfisoxazole–sulfapyridine yielded practically full
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Table 4
aConcentrations (mg/ml) obtained in the deconvolution of oxytetracycline and tetracycline real mixtures using the PMG and PMG models2 3

b cCompound Model Method Samples Error

1 2 3 4 5 6

Oxytetracycline Theoretical value 0.50 1.00 2.00 3.00 4.00 5.00
PMG i 0.62 1.14 2.00 2.98 3.86 4.68 0.742

ii 0.62 1.13 2.00 2.98 3.86 4.67 0.75
iii 0.62 1.13 2.00 2.98 3.87 4.68 0.73
iv 0.63 1.14 1.99 2.97 3.85 4.65 0.81
v 0.60 1.11 1.98 2.97 3.87 4.59 0.81

PMG i 0.61 1.12 1.99 2.98 3.87 4.69 0.703

ii 0.60 1.11 1.98 2.96 3.85 4.66 0.77
iii 0.60 1.11 1.98 2.96 3.85 4.66 0.77
iv 0.61 1.12 1.97 2.95 3.83 4.64 0.83
v 0.62 1.12 1.97 2.96 3.84 4.63 0.85

Tetracycline Theoretical value 5.00 4.00 3.00 2.00 1.00 0.50
PMG i 4.91 4.02 2.89 2.03 1.11 0.65 0.522

ii 4.90 4.03 2.91 2.08 1.17 0.72 0.68
iii 4.90 4.03 2.92 2.09 1.19 0.74 0.73
iv 4.90 4.02 2.91 2.07 1.16 0.70 0.64
v 4.72 3.97 2.88 2.08 1.23 0.87 1.12

PMG i 4.91 4.02 2.87 2.01 1.07 0.60 0.413

ii 4.91 4.02 2.88 2.01 1.08 0.60 0.42
iii 4.91 4.02 2.88 2.01 1.08 0.60 0.43
iv 4.90 4.00 2.86 1.99 1.05 0.57 0.38
v 4.88 3.94 2.91 2.01 1.12 0.84 0.74

a Heights were used for calibration.
b See Section 4.2 for method definition.
c Sum of all deviations (absolute values) with regard to the theoretical concentration.

coelution (R 50.14). The single-batch deconvolu- except when method (v) was applied to the samplesS

tion was unable to retrieve the peak profiles and of oxytetracycline–tetracycline exhibiting very dif-
failed dramatically (Table 6). The multi-batch de- ferent concentrations (samples 1 and 6). In this case,
convolution also failed, except when the calibration the errors for the most diluted compound were
standards were treated together with the samples significantly larger. For the samples of sulfisox-
(methods (i) and (ii)). Surprisingly, method (ii) gave azole–sulfapyridine using methods (iii), (iv) and (v),
better results than method (i), which contains more the results obtained using areas were poorer than
information on the pure peak profiles. This can be those using heights.
explained by considering that highly overlapped In general, the differences observed between both
peaks lead to badly defined error surfaces, and minor calibration strategies (i.e. heights and areas) denote a
changes in the deconvolution problem (such as the disagreement in the retrieved peak profiles from the
inclusion of a different number of standards) can be chromatograms of mixtures and calibration set. For
translated in different solutions. However, the most example, with method (i) no differences were ob-
remarkable is that, in spite of the complexity of the tained by using heights or areas, except those
problem, the results were satisfactory. associated with peak area computation. This result

Computation of peak areas instead of heights is reflects a perfect agreement in peak profile among
more problematic, due to the difficulty in establish- mixtures and calibration standards, forced by the
ing properly the baseline. The results obtained using inclusion of the pure standards as additional batches
areas were usually similar to those with heights, in the data matrix. As the standards are removed
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Table 5 between processing heights and areas is only ob-
Concentrations (mg/ml) obtained in the deconvolution of sul- served with the single-batch treatment, applied to
fathiazole and sulfachloropyridazine real mixtures using the PMG2

a samples showing large differences in peak height.model
b cCompound Method Samples Error

1 2

5 . ConclusionsSulfathiazole Theoretical value 2.20 2.80
i 2.19 2.78 0.04
ii 2.18 2.78 0.04 Building two-way data from one-dimensional
iii 2.17 2.76 0.07 chromatograms obtained in different runs yielded
iv 2.14 2.74 0.12

enhanced results, with regard to those achieved fromv 2.18 2.81 0.02
an independent deconvolution of each experiment.

Sulfachloropyridazine Theoretical value 4.00 3.00 This is especially noteworthy in the analysis of
i 3.94 2.98 0.09 compounds strongly affected by the peak tails of
ii 3.93 2.97 0.10 preceding compounds. The methodology proposed in
iii 3.85 2.86 0.29

this work allows to model in a continuous way theiv 3.91 2.93 0.15
lack of bilinearity associated to peak shifts, which isv 3.77 2.80 0.44

a undesirable in the application of latent variableHeights were used for calibration.
b methods.See Section 4.2 for details.
c Sum of all deviations (absolute values) with regard to the Second-order figures of merit are useful for testing

theoretical concentration. the difficulty of multi-batch deconvolution problems.
These measurements should be, however, taken with

from the processed matrix in the multi-batch ap- care because they vary with the data dimensionality
proach, the individual peak profiles in the samples and are defined for bilinear data. Consequently, non-
become less comparable to those in the standard idealities (such as the lack of fit or lack of bilineari-
solutions, especially for strongly overlapped mix- ty) cannot be appropriately measured. These limita-
tures. As the resolution increases, this contrast tions prevent the second-order figures of merit to be

applied to the comparison of deconvolution prob-
Table 6 lems. Also, these values can only be computed when
Concentrations (mg/ml) obtained in the deconvolution of sulfisox- the true peak profiles and concentration patterns areaazole and sulfapyridine real mixtures using the PMG model2 known.

b cCompound Method Samples Error The factors that showed a stronger influence on
1 2 3 the results were the chromatographic and concen-

tration selectivities. The probability of success in theSulfisoxazole Theoretical value 3.00 4.00 5.00
multi-batch deconvolution was greater than in thei 2.17 3.37 4.59 1.87

ii 2.82 3.75 4.82 0.61 single-batch approach, which was especially
iii 5.06 5.34 5.72 4.13 noteworthy for peaks exhibiting a moderate or strong
iv 2.75 1.59 2.42 5.24 coelution.
v 2.52 7.45 7.94 6.87

The studies carried out in this work show that the
simultaneous deconvolution of the chromatograms ofSulfapyridine Theoretical value 5.00 4.00 3.00

i 5.86 4.70 3.46 2.02 several samples enhances the information and leads
ii 5.19 4.31 3.20 0.70 to satisfactory results, even for highly overlapped
iii 3.82 3.65 3.32 1.85 peaks. The smaller the chromatographic resolution,
iv 5.24 6.32 5.57 5.13

the greater the requirement to introduce informationv 6.27 0.74 0.43 7.09
from pure compounds. In the experimental practice,a Heights were used for calibration.

b when several samples of two overlapped compoundsSee Section 4.2 for details.
c at different concentration ratios should be analysed,Sum of all deviations (absolute values) with regard to the

theoretical concentration. the simultaneous treatment of all samples is rec-
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